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Executive Summary of iHub Anubhuti-lIlITD Foundation
A TiH in the area of “Cognitive Computing & Social Sensing”

Welcome to the age of cognitive computing and social sensing (CC&SS), where intelligent machines
simulate human brain capabilities to help solve society’s most vexing problems. Early adopters in
many industries are already realizing the values of CC&SS, and its enormous potential to transform
the industry. Cognitive computing overlaps with Al and involves many of the same underlying
technologies to power cognitive applications, including Expert Systems, Neural Networks, Robotics,
Augmented Reality (AR) and Virtual Reality. Here we summarize our major efforts in consolidating
the problem areas that we plan to work on.

Grand Challenges (GC): iHub Anubhuti-IIITD Foundation focuses on the development of key
CC&SS technologies to develop technology systems and different applications to solve society’s most
vexing problems. We have identified two grand challenges after discussing them with various
ministries and PSUs.

GC1: Designing cognitive computing solutions for transforming the education system in India
(Possible collaboration areas addressed by the Ministry of Education):

(a) NDEAR (National Digital Education Architecture) is a unifying national digital infrastructure
to energise and catalyse the education ecosystem. NDEAR is federated, unbundled, interoperable,
inclusive, accessible, and evolving that aims to create and deliver diverse, relevant, contextual,
innovative solutions that benefit students, teachers, parents, communities, administrators and result in
timely implementation of policy goals. We will work closely with the Ministry of Education to
develop this unifying national digital infrastructure.

(b) DIKSHA (Digital Infrastructure for School Education) is an initiative of the National Council
of Educational Research and Training (Ministry of Education, Govt of India). It is a national platform
for school education. DIKSHA was developed based on the core principles of open architecture, open
access, open licensing diversity, choice and autonomy as outlined in the Strategy and Approach Paper
for the National Teacher Platform. We will work on the DIKSHA platform with the objective to make
the policies and tools robust enabling the education ecosystem (educationist, experts, organizations,
institutions - government, autonomous institutions, non-govt and private organizations) to participate,
contribute and leverage a common platform to achieve learning goals at scale for the country.

(©) UDISE+: Timely and accurate data is the basis of sound and effective planning and decision-
making. Towards this end, the establishment of a well-functioning and sustainable educational
management information system is of utmost importance today. UDISE+ is an updated and improved
version of UDISE. The entire system is now online and has been collecting data in real-time since
2018-19. However, the data that is being captured is not in a form that can have a meaningful
interpretation for any actionable insights. We will work on this platform to (a) add on the various
layers of data which is needed to gauge the progress of the various educational institutes, and (b) work
on the analytics to determine almost a real-time performance of all the educational institutes on
various parameters. This will also help in determining which interventions are leading to what all
benefits.

GC2: Designing CC&SS solutions for healthcare:

Sustainable Development Goals 3 (Good Health and Well-being) mentions providing efficient and
effective Public Health, especially maternal and child health with an aim to reduce the mortality rate
of mothers and newborns. The efforts to improve Public Health by the Indian government have been
successful in bringing the under-5 child mortality rate (per 1000 birth) to 34.3 and neonatal mortality
rate to 22. However, there is still a long way to achieve the neonatal rate of 12 and under-5 child
mortality rate of 25 by the year 2030. The current healthcare efforts are primarily manually driven
and only make minimal use of technology. We envision a CC&SS enabled platform to support the
Indian healthcare system. We envision technological solutions, in the space of CC&SS, for the
following (non-exhaustive) list of problems:
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(a) Healthcare Data Collection, Curation, and Modelling: Efficient methods to collect, store and
analyze on a multitude of devices, e.g., mobile phones, tablets, laptops, are required. A good amount
of data collection is manual and through paper forms. This leads to delay and human errors.
Moreover, the data is then further needed to be stored in a digital format leading to more delays and
errors. There is also no standardization of data collection and thus making it almost impossible for
further analysis. New technologies to directly collect data in digital form, check for errors, verify the
authenticity (e.g., with GPS triangulation), and store it in a standard format making it available for
sharing, analysis, and report generation is essential.

(b) Analysis of Public Health Data: Analytical methods for public health data need to be
developed to generate insights into different public interventions, their effectiveness, and also for
deciding future directions to further improve public health.

(c) Intelligent Training and Learning Solutions for Community Health Workers: The ASHA
network is primarily made of women recruited from the community. While this provides easy access
to the community, the poor training of ASHAs has been singled out as a major reason for the
inefficient execution of services on the field. The inadequate training is a result of a lack of
infrastructure, mobility, and lack of experts. Computing solutions to provide distance-based training
to community health workers are needed to support their growth and efficient execution on the
ground. There is a need to develop personalized solutions that are available anywhere, anytime to
provide the training. The use of Chatbots in native languages, or other Al-enabled solutions that can
run on mobile devices may help in filling the current training gaps.

Other problems: Apart from the two aforementioned grand challenges, we have decided to work on
legal information processing systems to support the need for the ministry of law and justice and other
related legal farms. To this end, we have started the discussion with DAKSH, a civil society
organization that undertakes research and activities to promote accountability and better governance
in India, and have built a tripartite collaboration with DAKSH, IIT Delhi and iHub Anubhuti to build
a centre for excellence in law and technology. We also have started working on cognitive computing-
driven cyber-security, particularly for social media. The problems include combating online abusive
content such as fake news and misinformation, hate speech, cyberbullying, fraud activities, etc. The
aim is to build an intelligent system that can aid to technological advancements of police and
cybercrime departments.

Overall aims & objectives: One of the goals of iHub Anubhuti is to understand the fundamental
principles that will enable us to create a cognitive entity management platform for distributed
collaborative analytics. Particularly, we aim to address the following research themes, but not limited
to:

1. Build a cognitive entity store which not only stores the entities, but also the contextual
information about the data and its relationship with other data entities, how these entities can be
leveraged in collaborative data analytics.

2. Address numerous data curation challenges in handling entity identification from unstructured
data and images, integrating with structured data, handling different forms of data and variations in
the schemas, and uncertainty introduced by the extraction and integration process.

3. Develop entity analytics techniques for entity disambiguation, remediation, discovery,
correlation, linking based on ML to handle noise and uncertainty.
4. Develop a novel, context-oriented, loosely coupled integration of structured and unstructured

data entities through symbiotic consolidation of related information (1) to enhance structured data
retrieval by associating additional documents relevant to the user context with the query result, and
(2) to enhance document contents by associating additional data entities derived from structured data.
5. Develop methods for correlating events (arrive from various sources — sensors, streaming
data, social media and applications) with data entities. Events are matched based on entities that relate
to the events and sometimes enrichment is required from reference data to perform the match. The
matching of events is done in many cases according to contexts that may be temporal, spatial and
segmentation oriented based on entities.

6. Development of scalable and effective algorithms for knowledge discovery to uncover
patterns, correlations, clusters, outliers, and abnormal structures in symbiotic data entities, and
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incremental knowledge discovery as data entities are evolved over time.

Current progress: So far, we have approached a total of 32 Ministries and 41 PSUs. We have already
started conversations and identified problems with some of the organizations like NALCO, MCL,
IIPE, etc. The interactions with some others like DBT, Ayush, DRDO, etc. are also in pipeline.
Internally, we have started the process of identifying teams of experts who will be working on these
problems. We have sanctioned 28 research projects. These projects majorly focus on healthcare, legal
informatics and educations. We have also announced the call for the Chanakya fellowships for UG
and PG students.

We already have a regular process of having regular BOD and HGB meetings wherein the entire
strategy and operational initiatives are discussed. With respect to Statutory Compliances and
Regulatory adherence, we have also taken a Company Secretary on board. We have appointed the
Statutory auditors and the work on closing the books for last year has been done. Work on registering
under GST, Sec 80 G, etc. has also started.

Through outreach activities, we regularly disseminate our updates that have helped in fastening the
collaboration with various external stakeholders. Press releases about this DST initiative and our
hub’s vision were covered by 15 national newspapers and publications. We have also started to
communicate via blogs on various forums like LinkedIn and Medium.

We are about to release a call for startups/incubations. The startups we plan to nurture, could be using
cognitive computing/ AI/ML/HCI to solve problems in the areas of Healthcare, Legal, Education and
Sustainability.
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1. Vision of the HUB

To establish itself as a hub of Research, Entrepreneurship, and Innovation in
the area of Cognitive Computing & Social Sensing

Build a nationwide shared and distributed Cognitive Computing & Social
Sensing facility for public research and commercialization
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2. Context/Background

Welcome to the age of cognitive computing and social sensing, where intelligent machines
simulate human brain capabilities to help solve society’s most vexing problems. Early
adopters in many industries are already realizing significant value from this innovative
technology, and its potential to transform the industry is enormous. Cognitive computing
overlaps with Al and involves many of the same underlying technologies to power cognitive
applications, including Expert Systems, Neural Networks, Robotics, Augmented Reality (AR)
and Virtual Reality.

The last 10 years wave characterized by the confluence of social, mobile and cloud
technologies have empowered the digital experiences and has brought new disruptions
through innovations in IT operations and delivery, business models and markets. Moreover,
the rise of Big Data and the new kinds of analytics over big data created the value in creating
new scientific and technical directions, business models, making better and insightful
decisions, developing new products and services, and optimizing process and operational
efficiency. These trends will continue to evolve in further personalizing the offerings to meet
the end-users’ demand and differentiating the products and services in the marketplace.

Industry 4.0 which is the upcoming standard for industries, where the business is expected to
focus primarily on automation, interconnection, information transparency, straight through
processing, and decentralized decisions. It also focuses on environmentally sustainable
manufacturing by having GREEN manufacturing processes, green supply chains and green
products. These objectives can only be met by digitalization and integration of vertical and
horizontal value chains, digitization of products and services offerings, and informationcentric
business models and customer access. The recent technologies, such as Al, ML, AR/VR,
Blockchain, etc. are the catalyst to design thinkable and actionable Cognitive Systems. These
technologies are disruptive to build the cognitive systems that automate the data curation
process, create a knowledge driven ring-fencing data entity, automatic (federated) entity
resolution/information processing for collaborative analytics and cognitive analytics.

Cognitive Computing

Where do we start with cognitive? This is a question many leaders across industries have been
trying to answer. Firstly, we need to design intelligent solutions to compile real time
information from society and users. Secondly, we need to understand the fundamental
principles that will enable us to create a ‘thinkable and actionable’ Cognitive Information
System which can proactively understand the incoming data (from a diverse set of sources),
situations arise in the system and react automatically by learning from patterns and these
situations. These systems leverage cognitive capabilities (machine learning and Al algorithms)
inclusive of understanding, learning and contextual awareness to simplify the ingestion and
characterization of data to make the data/system ready for Al, and to collect and manage
critical semantics information needed for integration, query processing, policy enforcement
and auditing. Immense amount of personalization, precise profile mapping, accurate trend
analysis and future prediction, more than ever exact results from unalterably large and
unstructured database — all these are going to become the new normal in the business
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landscape, going by the current trajectory of development and deployment of these cognitive
systems. Thirdly, we need to understand the psychology of end-users and how they are going
to consume the information. We need to develop the HCI driven personalized visualization
tools, cognitive methods to Compose recommended interactions, use context to deliver a
point of action, and adapt the user behavior and interaction patterns to improve context.

Social Sensing

Due to the ubiquity of Internet connectivity, smart devices and loT technologies, social
sensing is emerging as a dynamic Al-driven sensing paradigm to extract real-time observations
from online users and society. Social sensing is rapidly progressing as a pervasive sensing
paradigm where humans and internet-enabled devices are used as sensors to attain
situational awareness about the physical world. Examples of social sensing applications
include predicting poverty in developing countries, studying human mobility/migration across
regions, identifying traffic abnormalities, monitoring the air quality, tracking social unrest and
disasters, and detecting wildfire. The social sensing concept is motivated by the following
observations: 1) people actively share their information via online social media, 2) sensing
technologies have become prevalent and cheaper to deploy, 3) applications need timely
access to the data to perform analytics and take timely decisions.

The TiH-Anubhuti envisions unprecedented opportunities to leverage data generated through
social sensing for pertinent applications. Specifically, The TiH would focus on questions: How
to efficiently collect and curate sensors data prevailing with veracity problems? How to
manage and share the collected data and information efficiently and timely to the end
applications? How to leverage the computational power on edge devices to construct fully
integrated edge-based social sensing platforms?

Challenges with the data collection include locating and scrapping relevant data from social
networks for example, identifying relevant query terms/ handles in case of Twitter,
intelligently working with limits to data access posed by an infrastructure in terms of number
of API calls/ data velocity, addressing issues related to data life-time for example in Twitter
tweets can be deleted due to various reasons, missing data due to network failures, and
establishing veracity of data. The second challenge is related to the data modality as the
sensed data can be of different variety or types such as text, image, location, audio, and video.
Moreover, each type can further encompass different dimensionality. The third main
challenge is the scalability aspect in sensing where we need Al algorithms that can be readily
deployed across the edge devices in order to reduce latency and bandwidth consumption,
and yield faster information extraction.

In this TIH-Anubhuti, we focus on the development of key cognitive and social sensing

technologies to develop Cognitive Computing and Social Sensing systems and different
applications to solve society’s most vexing problems.
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3. Problems to be Addressed

In this TIH-Anubhuti, we focus on the development of key cognitive and social sensing
technologies to develop Cognitive Computing and Social Sensing systems and different
applications to solve society’s most vexing problems. We have decided to work on two grand
problems along with the relevant theoretical and applied challenging applications in the
broad area of Cognitive Computing and Social Sensing. The following are the problems in the
broad area of Cognitive Computing and Social Sensing which we aim to address as part of this
TiH.

Al driven Data Curation

Artificial Intelligence (Al) has already received a lot of buzz in recent years for good (like
helping us to make our daily life better) or bad reasons (like potential job losses due to
automation). Al refers to computer systems that are built to mimic human intelligence and
perform tasks such as data understanding (like recognition of images, speech or patterns),
reasoning from that data to drive inferences, and decision making. Moreover, the size of
information integration problems is increasing rapidly with the ever-growing quantities of
data that enterprises must deal with nowadays, making human-centric solutions to curating
data almost impossible in future integrated information systems.

Different types of Machine Learning algorithms can be used to build models for performing
these tasks to discover patterns, insights from data, and to automate most decisions in the
pipeline of data curation, with human intervention only when necessary. This approach
involves hard problems such as identifying attributes, clustering related attributes, entity
consolidation, transforming input data and deduplication. In addition, a machine-driven data
curator should also adopt a continuous learning model and perform entity enrichment and
context enhancement to incrementally improve the quality of the curated inventory of
enterprise data. Al can do these tasks faster and more accurately than humans if the
underlying system is continuously trained on large data. However, these models may be
biased in taking the right decision since decision making algorithms run on the models which
are built on training data and this training data set might have not seen all cases. Therefore,
one of the core issues in Al is how to detect the biases from the outcome, if there is any, and
explain how the models have reached the conclusion.

Intellective Information Systems

The resurgence of artificial intelligence (Al) is powering new generations of smart devices,
consumer applications and enterprise systems. The proliferation of sensors and devices and
the explosive growth in structured and unstructured data are causing information and
contextual overload. With the increasing affordability and sophistication of smart devices,
new opportunities exist to provide contextually aware and personalized services based on
user views, desires, preferences and location, delivered just-in-time. Today’s enterprises are
looking for systems that allow them to streamline the flow of data throughout its entire life
cycle with minimal human intervention. The next generation of information systems are what
we have begun to call intellective or cognitive systems as shown in Figure 1. These systems
leverage cognitive capabilities (machine learning and Al algorithms) inclusive of
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understanding, learning and contextual

awareness to simplify the

ingestion and

characterization of data to make the data/system ready for Al, and to collect and manage
critical semantics information needed for integration, query processing, policy enforcement
and auditing. Immense amount of personalization, precise profile mapping, accurate trend
analysis and future prediction, more than ever exact results from unalterably large and
unstructured database — all these are going to become the new normal in the business
landscape, going by the current trajectory of development and deployment of these cognitive

systems.
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Figure 1: Intellective Information System

The information composition flow in an intellective information system is shown below in

Figure 2.
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Understanding: Traditional systems are largely governed by well-defined structures, rules,
and schemas and are programmed specifically to handle those constructs. Therefore, the
system is prepared for and can accept only a certain kind of data, and once it is set up for that
kind of data, it assumes everything that is fed to it with a particular structure has the same
semantics and equivalent importance to the application. In essence, they are deterministic.
In contrast, large cognitive systems deal with real world signals that come as varied
combinations of structured and unstructured data. Their goal is to move the effort of
understanding incoming data from the application developer using the system to the system
itself. For such systems, it is fundamental to treat different inputs/data differently, depending
on their content and context. Before accepting and storing the data, the system must able to
determine the relevance of the incoming data to business use cases. Rather than moving the
data to a structured store specifically tailored for that input, the system needs to understand
and analyse the data significantly before routing both the explicitly supplied data and
additional inferred data to appropriate data stores, often splitting it into targeted chunks in
the process. These transformations go well beyond the realm of traditional ETL, into the more
complex domains of natural language understanding, semantic linking, noise elimination and
other such transformations.

Contextual awareness: To achieve the level of understanding described above, systems will
need to leverage all kinds of information they have come across and recognize semantic
relationships between data items. The queries that are posed to these systems are not
intended to simply retrieve known information. They require probabilistic approaches that
evaluate multiple features, include relevant unstructured data on the fly, and provide facet
analysis. In fact, contextual awareness is embedded into the system in multiple layers.
Context is attached to the input during querying which helps infer the query better. Context
is inferred from past interactions and the relationships among data items and leveraged by
the algorithms processing the input. Context is attached to the results of the algorithm in
order to explain the results during presentation. Lastly, context is added to the resulting
entities, which can allow the user to explore beyond the results. All of these should be
automatically and smartly done by the system rather than relying on interventions from the
user.

Continuous learning: A common pitfall for the engineering community is to deem a system
which uses a machine learning model to make a classification or regression decision to be a
“learning” system. Nevertheless, a system that relies on a static model is not one that truly
learns. We stress the aspect of continuous learning, also referred to as online learning, in
which the models which are being applied are updated on a continuous basis as data is being
ingested and analysed. An extension of a truly smart online learning system is a system which
constantly evaluates its knowledge of the problem domain and can distinguish between what
it knows and what it does not know. Through interaction with the user at the presentation
layer or through some automated crawling techniques, it can then explicitly seek training
data/evidence which would help fill the gaps that were identified. These systems are called
“active learning” systems. The idea of continuous learning can be applied to other aspects of
the system as well. Systems should also be able to learn about users and interact with them
based on their preferences and usage profiles. On a larger scale, systems should also be able
to learn the application workload of the enterprise and tune performance accordingly.
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Mobilizing information for Cognitive Intelligence

Businesses demand superior understanding of data entities (‘data at rest’” and ‘data in
motion’) and mastery of information, where information as well as the underlying data
entities are heterogeneous, distributed, interrelated and stored in silos in structured and
unstructured data repositories. Moreover, the way the structured and unstructured data
(such as Text, images, video) are managed and queried creates an artificial separation
between the two, which is unfortunate since they are complementary in terms of information
content. Thereby, it poses great challenges for effective discovery and linkages of data entities
across data, content and images for integrated intelligence analysis, operation, and
adaptation. (Note: hereafter ‘Data’ refers to either structured data and/or unstructured data
including video, image)

Since the entity related information exists across a variety of classified and open sources, and
today personnel across departments spend a lot of time to “connect the dots” across various
related pieces of information, and still may skip vital artifacts to discover the complete entity.
Given the ever-increasing size of data being collected by various departments, it is essential
that decision-makers are provided intelligent tools that can automatically extract new
relevant “data from data” without being explicitly asked, leading to actionable intelligence
and making these data entities semantically and contextually discoverable.

One of the goals of the proposed TIH is to understand the fundamental principles that will
enable us to create a Cognitive Entity Management platform for distributed collaborative
analytics. Particularly, we aim to address the following research themes, but not limited to

1. Build a cognitive entity store which not only stores the entities, but also the contextual
information about the data and its relationship with other data entities, how these
entities can be leveraged in collaborative data analytics.

2. Address numerous data curation challenges in handling entity identification from
unstructured data and images, integrating with structured data, handling different
forms of data and variations in the schemas, and uncertainty introduced by the
extraction and integration process.

3. Develop entity analytics techniques for entity disambiguation, remediation, discovery,
correlation, linking based on ML to handle noise and uncertainty.

4. Develop a novel, context-oriented, loosely coupled integration of structured and
unstructured data entities through symbiotic consolidation of related information (1)
to enhance structured data retrieval by associating additional documents relevant to
the user context with the query result, and (2) to enhance document contents by
associating additional data entities derived from structured data.

5. Develop methods for correlating events (arrive from various sources — sensors,
streaming data, social media and applications) with data entities. Events are matched
based on entities that relate to the events and sometimes enrichment is required from
reference data to perform the match. The matching of events is done in many cases
according to contexts that may be temporal, spatial and segmentation oriented based
on entities.

6. Development of scalable and effective algorithms for knowledge discovery to uncover
patterns, correlations, clusters, outliers, and abnormal structures in symbiotic data
entities, and incremental knowledge discovery as data entities are evolved over time.
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Cognitive Education

To set the tone for a self-reliant future, Prime Minister Modi has recently dedicated the dream
of Atma Nirbhar Bharat to the second largest populist country. Subsequently, the release of
the new National Education Policy, a comprehensive revision and upgradation of the 34 year-
old policy, gave high quality contemporary education a necessary impetus. We envision that
in near future India will foresee an exponential growth in developing and providing world-
class education. Since education plays a critical role in the development of individual and
societal success, a major transformation is happening in this industry due to technology
immersion (Al, AR/VR, Blockchain, 10T) and societal factors forcing to deliver personalized
learning needs of an individual. These needs are causing institutions and individuals
worldwide to re-invent educational methods and institutions. Some of the forcing functions
to bring these changes are:

e Technology Immersion: digitization of educational content, proliferation of personal
devices, online delivery for both institutional and self-learning through mechanisms
such as Massive Open Online Courses (MOQCs). Al can improve and enrich learning
content across all aspects of education.

e Personalized Education: build detailed learning models for every individual,
personalized education pathways can be created or adapted to suit our needs and
goals by analyzing the massive learning related, just as our consumer retail experience
can be tailored to our tastes and preferences.

e Inclusive Learning: this includes vocational education training, education for students
with special needs, etc by leveraging technology.

e Industry Needs and Economic Alignment: the desire to change how we engage with
our education environment and to tie the needs of employers more tightly to the
educational curriculum, including hands-on internships to avoid on the job training by
the employers, and broad skills to enable lifelong learning.

e Engaging Interactions: the desire to change how we engage with our education
environment by developing the cognitive virtual agents trained on specific subject
matter.

e Global Integration: the expectation that educational institutions play an important
role in regional competitiveness as sources and hosts of innovation, and are
accountable to deliver value and satisfactory outcomes.

The increasing adoption of Al in education opens many challenges both to educationists and
computer scientists. These challenges include adapting breakthroughs in cognitive data
analytics, natural language processing, deep learning, machine learning, computer vision, and
human-computer-interaction to develop (1) learning models using big data analytics
methods, (2) methods for generating self-describing learning content and on-demand
aggregations of learning content, including generating questions and practice tests based on
learning patterns, (3) recommendation engine for how to read/understand/adapt the given
learning content with augmented reality and/or virtual reality, (4) conversation agents for
producing the engaging interactions as part of the education experience, (5) research tools to
assist in understanding literature and discovering answers from millions of documents, (6)
ethical issues related to cognitive computing systems that behave and act like humans and
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that are modelled on human beings pose significant opportunities and challenges. Super-
intelligent systems can overcome the limitations of human imagination and thought and
achieve outcomes hitherto inconceivable. The development also poses significant challenges
for society: would these systems enable or control human beings? Would the decisions taken
by such systems be fair and not reflect bias and prejudicial behavior? Would they threaten
human freedom or enable it? Would the decision procedures and the algorithms that enable
them be accountable to human beings? Would they be predictable to ensure legal scrutiny?
Would they respect the user's privacy? Who would be responsible in case harm is caused to
human beings? Similarly, social sensing raises questions of profiling, manipulation, harm,
privacy, ownership and control over data. Slightly less than half the population in the world
has access to smartphones today. In India, the number stands around one third, but the
growth rate of smartphone usage is above 10% in our country. Recent statistics show that the
number of smartphone users in rural India (with few pre-schools) exceeds that of urban India
by a significant margin (more than 10%). These numbers show that remote learning is a
possibility in the sub-continent and around the world.

Researchers need to solve many challenging problems in these areas, including vocational
education training, inclusive education for students with special needs (e.g. students with
autism, learning disability, intellectual disability, attention deficit hyperactivity disorder
[ADHD] etc.), efficient access to digital education etc. Globally 15% school going children are
diagnosed as Children with Special Education Needs (SEN). These include ADHD, Autism,
learning disabilities, Intellectual disability, cerebral palsy. children have trouble paying
attention, controlling impulsive behaviours, and/or hyperactive. Worldwide, the condition of
SEN children 3 has been exacerbated due to COVID 19 when education delivery shifted online.
iHub-Anubhuti envisions to research and develop cognitive computing and social sensing
technologies to provide solutions to above mentioned problems for the benefit of the
learners, educators, educational institutions and the educational regulatory agencies.
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Cognitive Computing and Social Sensing for Smart Cities

Developing sustainable solutions to manage our environment is an urgent need. In an era
when new cities are rapidly growing unmanaged and food security is a growing concern, we
need technology assisted indigenous solutions. Within this vertical of the proposal, the four
main emerging themes are Intelligent Transportation Systems, pollution and waste
management, disaster management, and natural resource management.

ITS or Intelligent Transportation Systems involves a wide range of technology-based solutions
to manage transportation backbone of cities and traffic. Traffic congestion is a pressing
problem in most big cities and using Al based approaches for analysis can offer automation
for management of traffic. With such systems in-place, it will be possible to reduce manual
interference which is error prone. Such visual traffic analytics solutions will strengthen the
camera based infrastructure that is already present in many big Indian cities. Existing network
of traffic cameras will also enable development of intelligent systems where re-identification
is possible across cameras with the help of Al. Such a system can also be extended for person
re-identification which is also a requirement in secure zones like airports, and
railway/bus/metro stations. In addition, Internet of Things (loT) based smart solutions for
optimal transportation will provide better routing, ticketing, and congestion control on Indian
roads. ITS goes hand-in-hand with good road infrastructure. Creating decision support tools
for maintaining good infrastructure will keep a check on the health of public infrastructure.
This will also enable civil infrastructure managers to better plan and minimize impacts of
failure and take effective and proactive repair and replacement actions.

Solid waste and air pollution management are two of the most required actions we need to
make to restore and protect our natural surroundings. In spite of wet waste policy there are
gaps in the process of implementation with the huge public dealing. Technology embedded
Al driven solutions can help reduce dumping in landfill sites. This would include designing
indigenous hardware for cleaning wet waste bins and segregating waste. There are no easy
to use tools available that provide real-time, local information, as well as a short-term
forecast, of air quality or its expected health impact to the public. Many cities have launched
air quality apps, but do not provide any tools to guide the city towards improving air quality.
Leveraging loT technology to collect and process crowd-sourced data is a feasible way forward
to build dense information on air pollution. This information can then be processed with
cognitive computing tools to contextualize and model various scenarios to facilitate municipal
authorities and policy-makers towards shaping public policy.

Disaster management and emergency response requires special initiatives. Natural and man-
made disasters destroy environments and cause difficulty for relief workers in terms of
accessing the affected areas and thereby providing assistance. Technologies such as UAV
based surveillance systems will provide rapid and accurate assessment of situations and help
in planning relief responses. Combined with better human resource allocation and tools to
collaborate will enhance the emergency response.

India’s natural resources are rich, however their management requires urgent action from

authorities. This includes developing Al driven tools and techniques to monitor, manage, and
conserve all forms of natural resources. Managing the health of soil is one such natural
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resource on which our food security is heavily dependent. The soil health card scheme,
launched in 2015, aims at shifting this paradigm toward precision farming. These cards
provide farm-level information about nutrient deficiency, fertilizer application
recommendations, and crop-suitability of soils. Cognitive computing has the potential to save
lots of manual efforts involved and provide comprehensive recommendations in real-time.
Deep learning based methods can provide precise analysis and therefore help us in building
not only soil mapping models but also excellent recommender systems.

With growing emphasis on Smart Cities initiative of the Govt. of India, new technologies need
to be designed, developed and deployed. The following problems related to Smart Cities
would be addressed at iHub-Anubhuti:

Technologies for Intelligent Transportation Systems:

An efficient transportation system is vital and Central for any Smart City. At iHub-Anubhuti,
we plan to solve following problems:

1. Smart optimal transportation system for smart cities across India: There is a need to
develop smart transportation system that collects data from sensors, cameras, and
other transportation infrastructure. The data could then be used to provide
personalized transportation solution, e.g., finding less crowded routes, or cheapest
path. The system would also help authorities to plan transportation infrastructure and
services.

2. Visual Traffic Analytics: Projects to provide solutions for problems related to object
tracking, reidentification and counting. This may include multi-camera target tracking
(MCTT) which involves tracking objects across multiple cameras along with re-
identification. Subsequently, other important tasks of vehicle reidentification and
vehicle counting need to be addressed.

3. Personalized Applications for Supporting Tourism: With India becoming a global hub
and Delhi being the capital of India, there is a need to develop technologies for
supporting tourism. These goals include solutions to enhance and augment touristic
planning by providing tourists with hyperlocal information about tourist attractions.
To achieve this, there is a need to cognitively capture user preference and context
information by means of social sensing and crowdsourcing, and deliver snippets of
POIl/event spatio-temporal information to the tourists in a cognitive manner based on
their preference and context (including location). Second, for tourism authorities,
there is a need to have solutions that capture statistical information using social
sensing and provide actionable insights and what-if capabilities for improving touristic
foot traffic. The solutions will need to provide technology for contextualizing statistical
tourist data at different locations to better understand how to improve touristic foot
traffic, e.g., the location of the touristic attraction could be unsafe, the routes to the
location may have bad roads or lack public transportation, or admission ticket prices
may be too high.

Air Quality Monitoring and Assessment Platforms

With pollution increasing everyday, there is a need to develop smart solutions that can
provide effective solutions. Currently, there is paucity of air quality data. There are only 10
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cities in India that are connected to the National Network where air quality data is transmitted
to the web portal and shared as well as stored. The number of stations is limited, only 573
nationwide, of which only 200 are continuous air monitoring stations (as of September 2019).
Researchers estimate the need for “4,000 continuous monitoring stations, 2,800 in the urban
areas and 1,200 in the rural areas of the districts, as per 2011 census) to spatially, temporally,
and statistically represent the PM2.5 pollution in the urban and the rural areas of India”. The
sparse data limits the ability to connect air pollution with causal factors. There would be
challenges in the collection of air quality data. Since social sensing and crowdsourcing will be
a major source of local and hyperlocal data on air quality, temperature and built-environment
morphology for our proposed approach, research challenges will include the design of
incentive mechanisms for users to contribute data to our system, developing mobile
crowdsensing systems, efficient algorithms for sensing task distribution etc. In addition, using
the air quality data, there is a need to develop models for forecasting air pollution levels in
the short-term and medium-term.

Smart solutions for Agriculture

Agriculture continues to remain the biggest sector in India for employment with about 70%
of Indian population dependent on it. With new agricultural techniques and in light of new
agricultural policy of the Govt. of India, there is a need for developing smart cognitive
computing and social sensing based solutions for the agriculture. Some of the challenges that
we aim to address in the TiH-Anubhuti are:

1. Solutions for Comprehensive Real-time Soil-health Data: Currently the soil-health
cards are used country-wide to manage the soil data. Adding attributes like
comprehensiveness and liveliness to the existing soil-health cards may help in
providing precise recommendations for Indian farms. Moreover, the existing health
cards are limited to soil’s chemical property based fertilizer recommendation only.
There is a need to explore satellite, drones and usefulness of Al to make the health
cards as comprehensive as possible with respect to agriculture, irrigation and climate-
based decisions. In addition, the dynamic nature of soil needs to be taken into
consideration via timely remote data collection compared to the existing approach of
soil-testing. Technological solutions that make use of such comprehensive and
temporal information along with recent advances in Al will be supported by the TiH to
make precise recommendations.

2. Smart Sensing and Learning for Agro Analytics: Instead of walking down the field
periodically and scanning every square inch of the field, today farmers can leverage
cameras mounted on commercially available drones to capture images of different
areas of a field and apply Al-based image recognition tools to monitor their crops
faster and more accurately. Automatic detection of plant diseases is an important
research topic as it enables regular monitoring of large fields of crops, which, in turn,
results in early detection of symptoms of diseases from the analysis of images of plant
leaves. A unified framework that brings together the libraries for controlling the flight
path of drones with popular computer vision and ML libraries is required. The existing
state-of-the-art work fails to address the following issues. (i) Assimilation of large data
that is collected from sensors of UAV Drones. (ii) A model that generalizes the solution
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of crop monitoring with analysis. (iii) Enable an end-user who does not have any
knowledge of this system to operate the drones.

Cognitive Computing & Smart Sensing for Law Enforcement and Security

Today, we live in a digitally enabled world, where we individuals are nodes in a complex
network of information flows. With social media becoming an important channel through
which people communicate with each other across the world, it goes without saying that
social media has a tremendous impact on every aspect of our lives. A second important
complementary technology that has seen an exponential growth in the recent years is the
Internet of Things (loT)- billions of physical devices, including sensor systems, satellites, Al-
enabled devices, cell phones, and wearable devices, that are connected to the Internet. These
physical systems collect, share, and communicate real-time data without human
involvement.

The development and proliferation of these technologies has led to the accumulation of vast
amounts of data from different sources. It has also opened up opportunities for strategically
leveraging this to inform important decisions. On the other hand it also opens up a number
of threats that can come from circulation of fake information through these social media
networks, and security threats that come from accumulation of information through the
interaction between humans and computing devices on the loT. Within the Law Enforcement
and Security Vertical in TiH-Anubhuti, the proposed projects focus on two main themes with
the rubric of cognitive computing and social sensing.

The first set of projects will provide the competitive advantage in terms of applying
technologies such as multimodal knowledge graphs, combining structured and unstructured
data to develop enhanced abilities to monitor and analyse social media flows, building
systems that help validate fake or inaccurate information, detecting and mitigating security
threats from rumours and disinformation, and countering algorithmic injustice in Al-based
decision support systems. Within this theme, creating systems that leverage the vast amount
of digitized information flows to predict near future, and distant future threats to both the
nation’s security and the nation’s space assets, and develop strategies to pre-empt and
mitigate such threats is another priority in these projects.

The second set of projects will focus on developing technologies and hardware for the
development of energy efficient, highly secure, Al-based mobile applications and improving
the efficiency and security of such applications by leveraging advanced cryptographic
mechanisms and technologies such as Blockchain, Homomorphic Secret Sharing Schemes
(HSS), and mobile computing paradigms such as TinyML algorithms, Edge Al, and in-memory
computing. Such mobile computing platforms find extensive use in domains such health,
education, and e-commerce, and several other fields.

We plan to address problems that involve applications of secure data transfer, privacy and
security, and law enforcement, which can be solved using cognitive computing and social
sensing. The applications will cover societal challenges that need immediate intervention.
Some such problems are listed below:
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Enabling Smart-sensors via Novel Edge-Al and In-memory Compute Paradigms: From
Design, Prototype to Fabrication we aim to develop an FPGA prototype of the
proposed work followed by on-chip fabrication on exclusive state-of-the-art
technology. The FPGA prototypes enable significant time and cost savings by reducing
the number of fabrication stages and have significant commercial potential in industry
and academia.

Multimodal Knowledge Graphs (KGs) for Law Enforcement and Healthcare: In almost
all the multimodal KG construction techniques, images and videos are included as part
of the KG, i.e., nodes in the KG refer to images and videos. We propose to enrich the
existing KGs with the information available from other modalities such as images,
videos, and audio. There are several challenges here -- 1. Extraction of structured data
in the form of triples (subject, predicate or relation, and object) from the multiple
modalities such as image, video, and audio. This is commonly referred to as extraction
of scene graphs from the visual source. 2. After the scene graph is extracted, identify
whether some or all of the information in this graph falls into one of the following
categories -- a. Complement the information in the existing KG. b. Corroborate with
the information in the existing KG. c. Contradict the information in the existing KG.

Tools to Detect Privacy Leaks: Deep learning (DL) models have shown their great
potential due to their high accuracy. On the other hand, these models work like a black
box and it is difficult to interpret them. Hence, it raises questions regarding the
integrity, bias and fairness of these models. To address these questions, we aim to
study different attacks on Deep learning models and develop a tool that would score
ML models in different aspects. The tool would help an end user agency to take an
informative decision regarding the deployment of models in real settings. The tool fits
perfectly in the cognitive computing settings as DL models are one of the main building
blocks for Cognitive computing and we aim to investigate privacy issues in DL models.

Development of Efficient Blockchain Protocols and Homomorphic Secret Sharing
Schemes for Applications in Public Health and Education: We wish to innovate on
efficient blockchain protocols that optimize throughput, latency, storage, ease of new
miners, and energy efficiency. In order to account for addition of new miners, efficient
coding-theory based protocols will be investigated. To reduce the computation
burden to solve the proof-of-work (PoW) puzzles, an approach called sharding has
been proposed. Sharding has been used widely in loT blockchains. This work will
consider sharded block chains and apply coding theoretic techniques to reduce the
storage cost as well as the bootstrap cost. We will investigate secure regenerating
codes that are not only storage efficient but also bandwidth efficient while repairing
single node failures. We aim to draw the equivalence between the process of
bootstrapping a node and repairing a failed node. This equivalence can make the
bootstrap cost low as compared to uncoded sharding.

A Study of Adversarial Opinion Collusion on the Web - Detection, Characterization and
Impact: Online discussion forums have become an important component of the social
fabric, thanks to the rapid growth of online communities like Reddit, Twitter,
Facebook, online comments on news and blogs, and so on. People

Page 22 of 200



discuss events, policies, leaders, celebrities and organizations, forming and influencing
opinions on topics ranging from socio-political issues, to which smartphone has the
best user experience. Hence it is a lucrative space for malicious groups to promote a
product or ideology. They often collude and form syndicates that hijack conversations
and control their sentiment. Malicious online social network activity is alleged to
have influenced the outcome of the 2016 electionin the USA, and is known to have
caused lethal violence in India. Given the importance of online communities in shaping
public opinion, an effort to detect such malicious individuals and groups is much
needed. We seek to model and detect covertcollusion in social media.

Combating Online Hostile Posts in Regional Languages: The increasing accessibility of
the Internet has dramatically changed the way we consume information. The ease of
social media usage not only encourages individuals to freely express their opinion
(freedom of speech) but also provides content polluters with ecosystems to spread
hostile posts (hate speech, fake news, cyberbullying, etc.). Such hostile activities are
expected to increase manifold during emergencies such as the 2021 US presidential
election, COVID-19 pandemic spreading. Most of such hostile posts are written in
regional languages, and therefore can easily evade online surveillance engines, the
majority of which are trained on the posts written in resource-rich languages such as
English and Chinese. Therefore, regions such as Asia, Africa, South America, where
low-resource regional languages are used for day-to-day communication, suffer due
to the lack of tools, benchmark datasets and learning techniques. Other developing
countries such as ltaly, Spain, where the used languages (pseudo-low-resource) are
not as equipped with sophisticated computational resources as English, might also be
facing the same issues. This project will emphasise on three major points: Regional
language: The offensive posts under inspection may be written in low-resource
regional languages (e.g., Tamil, Urdu, Bangali, Polish, Czech, Lithuanian, etc.).
Emergency situation: The proposed solutions should be able to tackle misinformation
during emergency situations where due to the lack of enough historical data, learning
models need to adopt additional intelligence to handle emerging and novel posts.
Early detection: Since the effect of misinformation during emergency situations is
highly detrimental for society (e.g., health-related misadvice during a pandemic may
take human’s life). The solutions would be able to detect hostile posts as early as
possible after their appearance on social media.

Fair and Ethical Social Sensing: Within the broad umbrella of fair and ethical social
sensing, the following is a non-comprehensive list of problems that would be
addressed within the project:

a. Fair and Ethical Hotspot Detection: We will develop algorithmic ways of
correcting for and attenuating data and process biases in hotspot detection to
better ensure that the fruits of the technology be more equitably spread across
demographic groups.

b. Fair and Ethical Social Media Profiling: We will consider various technological
tools for social media profiling, analyze the bias embedded within them, and
develop technologies that will “correct” such biases.
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In short, this project will explore the “softer” sides of social sensing technologies, with a view
of making the social sensing stack more aligned with modern notion underlying the
democratic world order.

8. Designing Automated Conversational Tools for Intent Learning, Curated Information
Presenting, and Fake News Alerting — Application in COVID-19 and Beyond: This
project aims to develop a user-friendly conversational Al system for social media
platforms where any news/message can be fact-checked via simple message
forwarding. Moreover, it will extract the useful information from online databases
related to a query by the user. Initially, we plan to design the system as a Telegram
chatbot for Covid-19 as the application area. It will be further extended to other
messaging platforms such as WhatsApp, Facebook Messenger, Instagram, etc.
focusing on other social issues.

Designing Cognitive Computing Solutions for Legal Information Processing and
Management

Along various databases curated and analyzed for efficient information processing, legal
documents have been most perplexing, opaque, and tremendously hard to lay hold of by
common citizens due to the lack of appropriate domain knowledge. The current National
Litigation Policy is ineffective to a large extent due to ambiguity. Moreover, due to the
abundance of legal cases and lawsuits, it is very tedious for a lawyer, solicitor or an attorney
to read, analyze and annotate volumes of legal information and evidence. We solicit efficient
technological solutions building on the legal information databases to aid the requirements
of various departments and administrative authorities for effective handling of court matters.
Solutions are welcome to address the following (non-exhaustive) problems:

1. Legal data curation and modeling: Modeling legal data (both structured and
unstructured) and building repositories of data by gathering and curating information
related to various departments, tribunals, and categorizing them into groups of
customized management information systems that can be accessed through a user-
friendly interface. This involves right from data understanding to reasoning from that
data to drive inferences and decision making. This expedites different levels of
administration by sending timely alerts for catalyzing actions by concerned
functionaries in a given case.

2. Search engine for legal document retrieval: Building an efficient search engine that,
given the abstract of a legal case, retrieves similar relevant cases from the historical
data and presents snippets of cases for quick inferences.

3. Summarization of legal judgement: Legal documents are generally written in a
comprehensive manner. An automated summarization system will play a decisive role
in reading and digesting legal documents within short time frames. It would also
support the search engine in recommending snippets of legal documents.

4. legal reasoning and inferences: Legal reasoning models investigate formal and
computational theories of how legal experts analyze problems, create arguments, and
make decisions. Two essential cognitive abilities for legal reasoning models include:
case-based reasoning and adversarial reasoning. We solicit solutions to build legal
ontologies, knowledge bases and automated methods to infer latent knowledge using
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entity linking, inferencing links and high order deductive reasoning.

5. Legal document simplification: Legal documents are generally prepared in the most
complicated and obscure language for the average person to understand. A language
simplification model can convert them to easy-to-understand form by minimizing the
use of legal jargon, foreign languages, and archaic words, breaking up long sentences

into shorter ones with simpler language, and carefully analyzing the content to include
only what is absolutely necessary for the document’s particular use.

6. Legal question answering: Traditional search engines are inadequate in providing
contextual responses against legal queries due to lack of domain expertise. Moreover,
documents returned by search engines are lengthy and can not provide exact
solutions to the user’s needs. We solicit automated Q&A tools to comprehend the
legal context and provide jurisdictionally relevant answers by mining legal documents,
knowledge graphs and ontologies.

7. Automatic legal document drafting: Legal document drafting requires extreme manual
intervention, which often leads to high chance of error when typing and retyping
information. We seek solutions to help drafting legal documents with partial human
intervention. The solutions may involve intent understanding, slot filling, answer
retrieval and answer positioning.

8. Chatbot for legal conversation: Citizens often approach lawyers even for simple legal
issues. We seek solutions to build chatbots that can chat with users online, initiating
an online legal chat with a virtual legal assistant to quickly get all the help they need.
The bot-lawyer automates the administrative and financial tasks of expert lawyers and
provides some other basic legal virtual assistant services.

Here, we describe some of the problems in more detailed fashion:

An Automated Complaint to First Information Report (FIR) Drafting

Local police stations are the gateways to initiate a legal investigation proceedings by reporting
any crime or a misfortune event. The first information report (FIR) is a legal document
containing essential information about the event. It is a fairly technical document and the use
of legal jargons are common. However, a majority of the public are not used to such language.
Therefore, while reporting an event they use the most commonly used terms to explain the
events, and an expert (a police officer) translates their narratives into an FIR.

In recent years, many state police departments (e.g., Delhi Police, Bihar Police, etc.) have
started the service of registering online complaints, where the complainants are asked to fill-
in some predefined fields, such as name, contact details, etc., along with the description of
events. These platforms have two fundamental issues:

1. Similarto the offline setup, the manual intervention is required to prepare an FIR from
the complainant-provided description. This often limits the throughput to handle a
long list of online complaints.

2. Another critical issue is the absence of essential information in the description, which
requires a series of back-and-forth communication between the complainant and the
officer to finalize the FIR, thus a delay in processing the complaint is undeniable.

To this end, we propose, SAHAYAK, an automated system that analyzes the complaint
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description, highlights the essential-but-missing information to the complainant, and
generates the corresponding FIR once all essential information is acquired. More specifically,
the system will operate in two phases:

1. Analysis:

a. Eventidentification: The first task in the analysis phase is the identification of
the event/crime reported by the complainant. This phase is crucial as different
types of events require different essential information. For example, a report
for theft of an automobile may require the vehicle identification number, make
and model of the vehicle, etc.

b. Entity extraction and Relationship identification between entities: This module
will be responsible for extracting all the entities from the description and
establishing relationships among the identified entities. Moreover, it will also
extract the anaphoric and cataphoric relationship between the entities.

c. Semantic-role labeling with the event: Once the entities and relationships are
identified, the semantic-role labelling will map the entities to the event as per
their role in the event. For example, a report for a violence and associated
injury needs the information of any equipment that was used; therefore,
relating guns, sticks, etc. to the event as equipment is an important piece of
information. The resulting output (a graph) will be matched with the
predefined template of the identified event and any missing information will
be reported back to the complainant and request for revising the description.

2. Generation Phase:
a. FIR Draft Generation: After collecting all essential information, the generation
module will generate a cohesive FIR, which will be used for further legal
proceedings.

Languages: In Indian context, the description can belong to different regional languages.
Initially, we propose to develop the above modules to handle three language setups -- English,
Hindi, and code-mixed Hinglish.

An Empathetic Knowledge Grounded Conversational System for Mental Health Counseling
and Legal Assistance

Aim & Objectives: The proposal aims at developing an Empathetic Knowledge grounded
Chatbot for Mental Health Counseling and Legal Assistance. The Chatbot will be multilingual
in nature (English and Code-mixed Hinglish), and will exploit background knowledge present
in the knowledge graph and/or knowledge base, and conditioned on user-specific
information, domain-specific information and empathy. This is the very first attempt to make
a conversational agent in this particular domain. The Chatbot will be assisting the victims,
especially the women and children, who have faced harassments or abuses from various
sources (e.g. office harassment, domestic violence and cyberbullying etc.), by providing
mental counseling and legal assistance.

The Chatbot will be open-source and pluggable with the following features:
1. The Chatbot will be multilingual in nature, supporting English and Hinglish (Code-
mixed Hindi and English).
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2. The Chatbot will provide the stakeholders (e.g. victim, parents, humanitarian
agencies) the following information: counseling in an empathetic way so that the
victims feel more relaxed and stress-free; legal assistance by making the victims aware
about various steps of filing the complaints to the legal cell, about the various IPC
sections pertaining to the particular case etc.

3. The conversational system will exploit background knowledge in the form of a
knowledge base to generate more informed and accurate information.

4. The Chatbot will be empathetic in nature because of the sensitivity of the domain, and
should be able to converse with the users by understanding various degrees of
emotions.

5. We shall launch the Chatbot’s service through Facebook messenger, WhatsApp, and
Web based service.

Technology & Research:

Data Collection and Annotation: Domain specific conversation data is required to develop the
Chatbot. We aim at collecting data from various case studies, reports, and different internet
sources. We will also follow a semi-automatic strategy for conversational data preparation.
We shall collect the FAQ, and design dialogue templates to create the conversational data. A
basic bot would be created using an existing framework, and then this would be made
available to create more conversations.

External Background Knowledge Acquisition: The Chatbot will be enriched with external
knowledge. The external knowledge will be gathered from the various reports, government
websites, sites of the humanitarian agencies etc. The external knowledge will be used as a
background knowledge to the conversational bot. This will be utilized for more informed and
accurate response generation from the conversational system.

Natural Language Understanding (NLU)/ Spoken Language Understanding (SLU): This is the
very first step of every dialogue agent. There are three specific sub-modules, namely Dialogue
Act Classification (DAC), Intent Detection (ID) and Slot Filling (SF). To this end, we will adopt
our existing deep learning based end-to-end hierarchical multi-task model that can jointly
perform both intent detection and slot filling tasks for the datasets of varying domains.

Dialogue Manager (DM): Once the pre-processing of the utterance/s is over it would be
forwarded to the dialogue manager. The overall conversational loop will be under the
supervision of the DM which controls the various phases (welcome, information seeking,
feedback, bye).

Natural Language Generation (NLG): Natural language generation (NLG) is an important
module in dialogue systems, question answering systems, and many other natural language
interfaces. To help the users achieve their desired goals, response generation provides the
medium through which a conversational agent is able to communicate with its user. We will
adopt our already developed NLG system for our task.

Empathetic Dialogue Generation: Empathetic dialogue generation plays an important role in
engaging the users in long conversation with the Chatbot. As our domain is related to assisting

the victims through legal assistance and mental health counseling, incorporating empathy
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into the conversational system will be an important feature. We shall adapt our prior works
on sentiment and emotion in dialogues, generating courteous or polite natural language
responses, personalized response generation frameworks and sentiment and emotion-
controlled dialogue generation for our tasks.

Search engine for legal document retrieval

Context/Background: In Today's world if a person has to look for a legal document online, the
websites which provide such services are Indian kanoon, SCC Online and Desikaanoon, allof
these Indian services provide a Keyword Search engine even for their paid subscriptions their
database is increased but the searching algorithm is the same.

Issues with these Solutions: With the present day searching system, if we were to find the
cases wh